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Jina Al Community v 3t support ¥ Need help with Jina, docarray, or finetuner? @
l‘—/ n_dim: 1! Wednesday, March 22nd v
data_path: tmp

Timi
Threads !
column:
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and it just doesn't filter at all

2.6 e

Mc 3:03PM

° & Hj— @ k§ %% ﬁ ;:F E % E/\J Hj— |‘Ej : Hi | have a question ... is there way to make the flow make an update to index only the new data added and not re index the whole data 2
| AL

Why freezing?

<z Projection Head

Summary

general

¢ |\E..| ZELE ﬁg E g ‘ ml-reading-gmu‘p“ Why freezing? Finetuner

Task-oriented finetuning for better

fancon . .. . . embeddings on neural search
# support Depending on your task and the amount of training data, it is not always necessary to tune the entire
model. In some cases, freezing some of the weights of the pre-trained model and just fine-tuning
4 > A - I\ I\ =] specific layers produces comparable or better results. Furthermore, freezing weights can reduce the Finetuner leverages a contrastive
«  FAFPREE S R E 0] &R pecifc ayrs produces comp euvarmor, reeung wei Tr—
LL Xx _L N I q:l D L)\ training time dramatically‘ ;noi:lrzije:er‘nmg approach to improve
Finetuner allows you to fine-tune a Linear Projection Head easily. & See context

A Warning
what are callbacks

Currently, we only allow you to freeze layers for image-to-image search tasks. These models are built on top of
Convolutional Neural Networks (CNNs).

Callbacks are functions that are
triggered at the end of training and
evaluation batches to record the loss,
and at the end of each epoch to

@ Dimensionality reduction evaluate the model and compare it to

& the best so far. 2@
how to freeze the model

For transformer architectures, we can only fine-tune the entire neural network. If you need to freeze weights for
transformers, consider submitting a feature request in our Github Issues page

Use a smaller output_dim to get compact embeddings.

* Freezing a model can be done by
Finetuner has a built-in module called Tailor. Given a general model written in Pytorch, Tailor performs freezing some of the weights of the
. . " " - . " re-trained model and just fine-
the micro-operations on the model architecture required for fine-tuning and outputs an embedding S - :
& tuning specific layers. .
model. o %
Given a general model with weights, Tailor performs some or all of the following steps: li9be VL qusstion hetéls >
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| Q: What is Jina?

D: docs.jina.ai

o star 18,370 latest v

Q search

GET STARTED
@ install -

& Create First Project

TuTORIALS
Before you start
Deploy a model

Build a GPU Executor

NEW DOCARRAY SUPPORT

(Beta) New DocArray support

CONCEPTS
@ Preliminaries. v
®g Serving 2
o Orchestration v
2 Client M

EXRABRBEARIES
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(] CONTENTS

Welcome to Jina!

Next steps
© survey Support
JoinUs

Take our user experience survey to let us know your thoughts and help shape the future of Jinat

Jina is an MLOps framework to build multi Al mi ice-based written in Python
that can communicate via gRPC, HTTP and WebSocket protocols. It allows developers to build and
serve services and pipelines while scaling and deploying them to a production while removing the
complexity, letting them focus on the logic/algorithmic part, saving valuable time and resources for
engineering teams.

Jina aims to provide a smooth Pythonic from local to deploying
to advanced orchestration frameworks such as Docker-Compose, Kubernetes, or Jina Al Cloud. It
handles the infrastructure complexity, making advanced solution engineering and cloud-native
technologies accessible to every developer.

Build and deploy a gRPC microservice « Build and deploy a pipeline
Applications bilt with Jina enjoy the following features out of the box:
' Universal

« Build applications that deliver fresh insights from multiple data types such as text, image, audio,
video, 3D mesh, PDF with LF's DocArray.

« Support for all mainstream deep learning frameworks.

« Polyglot gateway that supports gRPC, Websockets, HTTP, GraphQL protocols with TLS.

Parfarmance.
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i | o whatis Jina? | | A: Jina is an
o FREURIGE Wetcameto Jinat | MLOps
. i = framework
° \§I:, 7 [/\ EL g tane '
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P_sele .8 TART or END

EC : E3 E4  ESEP | B B2 £3 E4  EE EEND
ina ? SEP Jina is an MLO| framework END
n Answer

tf-idf(t, d, D) = tf(¢, d) x idf(¢, D)

tf(¢,d) = log (1 + freq(t, d))

. D
1df(t, D) = log (|de ll) :|t € d|)
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: What is Jina?
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engineering teams.

docs.jina.ai
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« T ZRESEREE A LUCIZATR
. (EELL GPT =R AR I Q: What is Jina? A: Jina is an MLOps framework

l

Jina is an open-source neural search framework developed by Jina Al. It provides a flexible Jina is an MLOps  Framework

and scalable infrastructure for building search systems powered by deep learning. Jina is ! ! ! | |

retrieving information from various types of data, such as text, images, videos, and more. \ ( S / S
' \q) \ )

%ﬂ ﬁ GPT

What is Jina?

designed to handle large-scale, distributed search tasks that involve processing and

E_START | E_I E 2 E_3 E_4 E_SEP E_l E_2
N T R
[sTART]  What is Jina ? [EXTRACT] [EXTRACT] Jina

-« — — — Question = —==>» | € ——====-=
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Q1: How to deploy jina with
docker? (0.9)

! i SN Ai
— EEEE @ EEE
Q: How to deploy jina’? 5] & — 5] R T B
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gixigit: NXEHBEER

« kH213 PLAc+m £ PLhc
A: How—To\nJina is the framework for helping
o 1E%GPT_3 SQEEY’K% you to build cross—modal and multi—modal
] ]

systems on the cloud. (0.4)

, TR |

' TF—IDF / BM25 !

(2) XEFRS
RS, AER(R

Q: How to | g
5

deploy jina? p o GPT—3.

* A: | don't know.
RID2 + A. Deploying a Flow in

ILECIE X m rI:_I_l %? g l Kubernetes is the

| — recommended way of using
: OpenAl E 2 S o] N Jina in production.
AERERE, BRERS

A Deploying with Kubernetes\nDeploying
a Flow in Kubernetes is the recommended way of
using Jina in production. (0.9)
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8i%igit: EAGPT-3.5MEMER
{ERAChatGPTHi4tPrompt

BEFORE

Use the following pieces of context to answer the
question at the end. If you don't know the answer, |ust
say that you don't know, don't try to make up an
answer .

{context}

Question: {question}
Answer :

EXRABRBEARIES
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PromptPerfect: ERGPT-3.5{iZHR

fE A ChatGPT{L4tprompt
1. EFARKE

.\E.

Streamline

i

Perpetual and step-by-step customization of prompts, ensuring continuous refinement

7

| L\ Select the target Al model
[ ] HJ I\ n As our optimizer is model-specific, the first step is to select the target model that you want to oplimize the prompt for, different models have different

optimization strategies.

-~
(]

13
Tir

AY
L rompt "
L} ; Al language model by OpenAl, generates human-like text using deep learnin hniques. It can perform a wide range of language

tasks, such as language translation, text summarization, and question answering
GPT4

2
3
4, EEHT GrTaie e et
5

-
("')

@
©

OpenAl's effort in s
stonal and academic b

ep learning, GPT-4 is a large multimodal model exhibits human-level

StableLM 7b
MNew del fram Stability Al, trained on
is 4096 tokens

w

ew dataset that build on The P

s, which contains 1.5 trillion tokens, The context length

. 45%Eprompt

Claude

Claude is a next-generation Al assistant based on Anthropic's research into training heipful, honest, and harmless Al systems

Command
- Command is the generative model from Cohere. This model s well
rewriting, qu. NsSwWering, summarization, conv ation, and br.

using deep learning techniques

GPT3
@ Al language maodel by OpenAl, text-davi e third iteration of the GPT series. It generates high-guality natural langu

DALL-E2
@ Al image model by O
autoregressive mo

Al, generates diverse and creative images from textual descriptions using attention mechanisms
, and contrastive learning

Stable Diffusion
Al ima
perfo

maodel by Stability Al, uses diffusion models to generate images, edit images, and impute data with stable and robust

e

Y MidJourney
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- {EALangChaini# TR B A
-« {EFLangChain-servei#t{TIRSSEFE
- {EAEDocArray#1T1F4#
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LangChain—Serve

NG
FastAPI

==

LangChain

&1 THY

Docker

TFiEtELR

DocArray

docker
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p TRRMBHRFE GOTC
TEigit: ERALangChainFF&a& &%

¢ %'I'XjLLMi%fjiﬁ'H‘E{J;:FE*E;E ‘= README.md
* Prompt&& W.$ LangChain

PAN
¢ g | AAgenﬂ:E% TSN 4 Building applications with LLMs through composability <~
. EAAMIE 3 Fatlow SLanghaina
=]
Qs o
N P = "
o WFEIEX RS RFEAER (Chains) | | B

Looking for the JS/TS version? Check out LangChain.js.

° Conve IS ational Retl’ievalc h ai N Production Support: As you move your LangChains into production, we'd love to offer more comprehensive
support. Please fill out this form and we'll set up a dedicated support Slack channel.

Quick Install

pip install langchain or conda install langchain —-c conda-forge
¢ What is this?

Large language models (LLMs) are emerging as a transformative technology, enabling developers to build
applications that they previously could not. However, using these LLMs in isolation is often insufficient for creating
a truly powerful app - the real power comes when you can combine them with other sources of computation or
knowledge.

EXRABRBEARIES
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p TEMRSTR GOTC
T#igit: EFLangChain-serveiBE RS °

+ JAlangChainFF &N AR EPE RS from leserve import serving
- Hil@servingl2ihzs, BIRISLIRimERE from langchain import OpenAl
- EFJinaFFk
« RChainsLIE Fesf it TaE, LI Aeerving
M {RGE def ask(question:
« #EServerless hain
- BRSBZEFETEJina Al Cloud

def get_chain():

nanggotc:~$ lc-serve deploy local app

nanggotc:~$ lc-serve deploy jcloud app

XA BRERARIEZ
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T##Ei&it: Jina Al Cloud
« HTFKubernetesiziftia EEEARSS .

- 12{tServerlesshRS o
mongo
- RBEHAE. BIEMNER Atlas
N
= .
:.—
Amazon API Amazon Amazon Batch Amazon
Gateway Lambda EKS
o J
J
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CLI Arguments with Help -

& typer.tiangolo.cor

51 CLI Arguments with Help

Typer

= SQLMcdel
& sqimodel.tiangolo.com

-

= SQLModel

FastAP|

& fastapi.tiangolo.com
© FastAPl ® A Q search

FastAPI

O FastAPI

FastAPI framework, high performance, easy to learn, fast to code, ready for production

coverage [100% | pypi package V01752 | python (316 3.7 13.:8 | 3.9 | 3:10

FastAPI

FastAPI

Languages >
Features

FastAPl People

Python Types Intro

Tutorial - User Guide >
Advanced User Guide >
Concurrency and async / await
Deployment >
Project Generation - Template

Alternatives, Inspiration and
Comparisons

History, Design and Future
External Links and Articles
Benchmarks

Help FastAP - Get Help
Development - Contributing Documentation: https://fastapi tiangolo.com

Release Notes
Source Code: https://github.com/tiangolo/fastapi

FastAP! is a modern, fast (high-performance), web framework for building APIs with Python 3.6+
based on standard Python type hints.

The key features are
 Fast: Very high performance, on par with NodeJS and Go (thanks to Starlette and Pydantic).
One of the fastest Python frameworks available.
« Fast to code: Increase the speed to develop features by about 200% to 300%. *

= Fewer bugs: Reduce about 40% of human (developer) induced errors. *

ive: Great editor support. Completion everywhere. Less time debugging.

Tal
Sp

Jument

lastname: str = "",

tiangolo/fastapi
0752 w1k Y34k

ble of contents

onsors

Opinions

G Whatis

FastAP| Bot

FastAP| framework, high performance, easy
to learn, fast to code, ready for production

You can ask questions about FastAPL.
Try:

How

o you deploy FastAPI?
What are type hints?

ipe your question here

PP, Py

formal: bool =

False)

Table of contents

gy engolo/sqimodel

Table of contents

[SQL Databases in FastAP|

72 7283

Requirements

‘SQLModel Bot
SOLModel, SQL databases in Python, designed (8
for simplicity, compatibility, and robustness.

You can ask questions about

SQLMadel. Try:
Which Python version is supported?
How SQLModel interac

database?

How can | link tables?

Which Python version is supported?

Currently it is Python 3.6 and above
(Python 3.5 was already deprecated).

See context

How SQLModel interacts with the

database?

With SQLMode!, instead of writing SQL
statements directly, you use Python
classes and objects 1o interact with the
database

See context

Type your question here

)

foraCLI

ext and docstiings

can ask questions about Typer.

«can | terminale a program?
to launch applications?

to add help to CLI argument?

How can | terminate 3 program?

fiwe can print the version and raise
JExit{) 1o make sure the program is
inated befare anything else is
uted.

feontext

How to add help to CLI argument?

|ean use the help parameter Lo add
flp text for a CLI argument : And it
be used in the automatic ~help

pn

[gontext

fion here

’—’
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F1F 10+ KiER
GPT-4, ChatGPT, StableLM,
Claude, Command, GPT3
MidJourney, DALL-E,
StableDiffusion, Kandinsky,
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